In [1]:

**from**

**scipy.stats**

**import**

norm

,

t

**import**

**matplotlib.pyplot**

**as**

**plt**

**import**

**numpy**

**as**

**np**

**import**

**pandas**

**as**

**pd**

pd

.

options

.

display

.

max\_columns

=

20

pd

.

options

.

display

.

max\_rows

=

500

**from**

**statistics**

**import**

stdev

,

mean

**import**

**warnings**

warnings

.

filterwarnings

(

"ignore"

)

**import**

**math**

# t- distribution Confidence Interval

The below method performs the following

In [2]:

**def**

t\_ci

(

confidence\_interval

:

float

=

0.90

,

sample\_std\_dev

:

float

=

1

,

number\_of\_samples

:

int

=

2

,

mean

:

float

=

0

,

two\_sided

:

bool

=

**True**

):

*'''*

*Parameters*

*----------*

*confidence\_interval : float, optional*

*DESCRIPTION. The default is 0.90.*

*sample\_std\_dev : float, optional*

*DESCRIPTION. The default is 1.*

*number\_of\_samples : int, optional*

*DESCRIPTION. The default is 100.*

*mean : float, optional*

*DESCRIPTION. The default is 0.*

*two\_sided : bool, optional*

*DESCRIPTION. The default is True.*

*Returns*

*-------*

*TYPE*

*DESCRIPTION.*

*'''*

*# declaring problem constants*

x\_bar

=

mean

n

=

number\_of\_samples

*# number of samples taken*

sigma

=

sample\_std\_dev

*# population standard deviation*

sigma\_x\_bar

=

sigma

/

n

\*\*

0.5

*# std dev of sample means*

df

=

n

-

1

*# degrees of freedom*

*# get the probabilities of the tail areas*

**if**

two\_sided

:

alpha\_high

=

(

1

+

confidence\_interval

)

/

2

alpha\_low

=

(

1

-

confidence\_interval

)

/

2

**else**

:

alpha\_high

=

confidence\_interval

alpha\_low

=

0

*# compute the value of x\_lower and x\_higher*

x\_lower = t.ppf(alpha\_low,df,loc=x\_bar,scale=sigma\_x\_bar) x\_higher = t.ppf(alpha\_high,df,loc=x\_bar,scale=sigma\_x\_bar) **return** round(x\_lower,3), round(x\_higher,3)

# Read the dataset

In [3]:

df

=

pd

.

read\_csv

(

r

'SA1\_Group\_17.csv'

,

index\_col

=

'Index'

)

# Get the numerical and non-numerical columns

A separate dataset has been prepared to list out the numerical and the categorical columns.

In [4]: column\_desc = pd.read\_csv(r'Data description.csv') categorical\_cols = column\_desc.non\_numeric\_columns.dropna().tolist() numeric\_cols = column\_desc.numeric\_columns.dropna().tolist()

# View the dataset descriptive statistics of the numerical columns

Some Important points

Though OPER\_DUR\_DD is expected to be a continuous variable it looks like the rows are missing various data eventhough unit was operational. It just don't make sense that OPER\_DUR\_MM is filled (meaning the unit was operational for given number of months) but don't have the data OPER\_DUR\_DD (duration of operation in days). So for the descriptive statistics we will omit this as of now.

Other columns which are dropped because they are categorical in nature but were encoded. Getting descriptive statistics for categorical columns doesn't make sense. We will get distinct counts of them later.

In [5]:

print

(

'Descriptive Statistics for the numerical columns'

)

display

(

df

[

numeric\_cols

]

.

describe

())

Descriptive Statistics for the numerical columns

**OPER\_DUR\_MM MKT\_VAL\_FA ORI\_PURC\_VAL\_PM EMP\_TOTAL GOP\_Year3 VOE\_Year3 NET\_Year3**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **count** | 10000.000000 | 1.000000e+04 | 1.000000e+04 | 10000.000000 | 1.000000e+04 | 1.000000e+04 | 1.000000e+04 |
| **mean** | 10.559000 | 8.547566e+05 | 3.245659e+05 | 5.885900 | 9.259034e+07 | 2.855352e+04 | 1.200584e+06 |
| **std** | 2.111437 | 5.466470e+06 | 1.791879e+06 | 10.858502 | 9.081048e+09 | 1.225493e+06 | 8.056149e+06 |
| **min** | 0.000000 | 0.000000e+00 | 0.000000e+00 | 1.000000 | 0.000000e+00 | 0.000000e+00 | -3.500000e+06 |
| **25%** | 10.000000 | 5.000000e+04 | 2.000000e+04 | 2.000000 | 4.666250e+04 | 0.000000e+00 | 5.700000e+04 |
| **50%** | 12.000000 | 1.500000e+05 | 5.045000e+04 | 3.000000 | 1.000000e+05 | 0.000000e+00 | 1.590000e+05 |
| **75%** | 12.000000 | 5.000000e+05 | 1.900000e+05 | 6.000000 | 3.800000e+05 | 0.000000e+00 | 5.112225e+05 |
| **max** | 12.000000 | 3.653958e+08 | 8.961474e+07 | 350.000000 | 9.081050e+11 | 9.430860e+07 | 4.269214e+08 |

**Inference:**Two majorly important columns GOP\_Year3 and VOE\_Year3 contains outliers. This is evident from their difference between mean and median. Let's try to remove the data which is the outlier.

# A quick view about the two columns containing outliers

Below we plot a scatter plot to visualize the presence of outliers in both the columns

In [6]:

df

.

plot

.

scatter

(

'GOP\_Year3'

,

'VOE\_Year3'

)

Out[6]: <matplotlib.axes.\_subplots.AxesSubplot at 0x28807d6a148>

![](data:image/png;base64,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)

**Inference:**The single point on GOP\_Year3 might going to be messing up with the whole statistical analysis. Let's remove them from the dataset

# Find out the data which is an outlier

In [7]: **def** check\_outlier(value,mean,sd): z = abs((value-mean)/sd) **return** z > 3.5

mean = df.GOP\_Year3.mean() sd = df.GOP\_Year3.std()

df['GOP\_Year3\_is\_outlier'] = df.GOP\_Year3.apply(**lambda** row: check\_outlier(row,mean,sd))

mean = df.VOE\_Year3.mean() sd = df.VOE\_Year3.std()

df['VOE\_Year3\_is\_outlier'] = df.VOE\_Year3.apply(**lambda** row: check\_outlier(row,mean,sd)) print('Number of outliers for GOP\_Year3 outlier: **{}**'.format(len(df[df.GOP\_Year3\_is\_outlier]))) print('Number of outliers for VOE\_Year3 outlier: **{}**'.format(len(df[df.VOE\_Year3\_is\_outlier])))

Number of outliers for GOP\_Year3 outlier: 1

Number of outliers for VOE\_Year3 outlier: 9

In [8]:

df\_without\_outliers

=

df

[

df

.

GOP\_Year3\_is\_outlier

==

**False**

]

df\_without\_outliers

.

GOP\_Year3

.

describe

()

Out[8]: count 9.999000e+03 mean 1.780014e+06 std 1.715855e+07 min 0.000000e+00 25% 4.662500e+04

50% 1.000000e+05 75% 3.800000e+05 max 1.193961e+09

Name: GOP\_Year3, dtype: float64

**Inference:** As expected from the graph above 1 data point is an outlier in GOP\_Year3. We shall elliminate that. But there are 9 data points as outliers for VOE\_Year3. Losing out 9 more data can be problematic. We shall keep them and move forward.

# Question 1. The 95 percent confidence interval for the “Gross output – Year 3 (Rs)

To perform this we will construct a 2 sided 95% confidence interval by t-test

In [9]: confidence\_interval = 0.95 sample\_std\_dev = df\_without\_outliers.GOP\_Year3.std() number\_of\_samples = len(df\_without\_outliers.GOP\_Year3) sample\_mean = df\_without\_outliers.GOP\_Year3.mean()

lower, higher = t\_ci(confidence\_interval,sample\_std\_dev,number\_of\_samples,sample\_mean)

print('Mean of Gross output – Year 3 of population is expected to lie between Rs. **{}** and Rs. **{}**'.format(lower ,higher))

Mean of Gross output – Year 3 of population is expected to lie between Rs. 1443654.578 and Rs. 2116372.612

# Question 2: Defining metrics for performance of the units

We define the performance of the units as follows:

1. **op\_per\_asset = GOP\_Year3/MKT\_VAL\_FA.**

This metric is useful in determining how the units are performing on the basis of utilization of the fixed assets. As a basic understanding more the MKT\_VAL\_FA more should be GOP\_Year3. If the ratio is low for any unit it means there might be a problem of under utilization of resources happening in that given unit. Also if the ratio is too high denotes the units are working with highly deprecated assets which can be a great risk sooner or later.

1. **op\_per\_employee: GOP\_Year3/EMP\_TOTAL**

In these world of automation initiatives to increase productivitiy of business this metric is very useful. If the ratio is too low it means those units might potentially show redundancies in job roles. Employees of those units might be available to take up newer challenging roles which in turn will be increasing the business. Units showing too high value might be facing employee shortage problems.

In [10]: df\_without\_outliers['op\_per\_asset'] = df\_without\_outliers['GOP\_Year3']/df\_without\_outliers['MKT\_VAL\_FA'] df\_without\_outliers['op\_per\_employee'] = df\_without\_outliers['GOP\_Year3']/df\_without\_outliers['EMP\_TOTAL'] print('Description of the two metrics') display(df\_without\_outliers[['op\_per\_asset','op\_per\_employee']].describe())

Description of the two metrics

**op\_per\_asset op\_per\_employee**

|  |  |  |
| --- | --- | --- |
| **count** | 9997.000000 | 9.999000e+03 |
| **mean** | inf | 1.479189e+05 |
| **std** | NaN | 9.660946e+05 |
| **min** | 0.000000 | 0.000000e+00 |
| **25%** | 0.450000 | 1.760000e+04 |
| **50%** | 0.900000 | 3.421429e+04 |
| **75%** | 1.790667 | 7.575000e+04 |
| **max** | inf | 7.595800e+07 |

**Inference:**It seems there are some rows in the data where the MKT\_VAL\_FA = 0 due to which we are getting inf values. This seems to be some sort of a data collection issue. To avoid this we filter the data to remove the inf values. Also there seems to be some missing values too.

In [11]: **import** **math** filtered\_df = df\_without\_outliers[~df\_without\_outliers.op\_per\_asset.isna()] filtered\_df = df\_without\_outliers[df\_without\_outliers.op\_per\_asset != math.inf] filtered\_df[['op\_per\_asset','op\_per\_employee']].describe()

Out[11]:

**op\_per\_asset op\_per\_employee**

|  |  |  |
| --- | --- | --- |
| **count** | 9952.000000 | 9.954000e+03 |
| **mean** | 2.395023 | 1.476742e+05 |
| **std** | 12.030814 | 9.679534e+05 |
| **min** | 0.000000 | 0.000000e+00 |
| **25%** | 0.450000 | 1.750075e+04 |
| **50%** | 0.891083 | 3.406559e+04 |
| **75%** | 1.762542 | 7.526600e+04 |
| **max** | 601.500000 | 7.595800e+07 |

**Inference:** This resulted in losing out around 40 data points from our sample. There can be a separate analysis how those 40 data points had MKT\_VAL\_FA = 0. But this is out of scope for this exercise.

## Question 3: 99% confidence interval for the population mean of the above metrics

**99% confidence interval for op\_per\_asset:**

Since we have described that both low op\_per\_asset and high op\_per\_asset is a problem here, we will define two sided confidence interval for the given metric

In [12]:

confidence\_interval

=

0.99

sample\_std\_dev

=

filtered\_df

.

op\_per\_asset

.

std

()

number\_of\_samples

=

len

(

filtered\_df

.

op\_per\_asset

)

sample\_mean

=

filtered\_df

.

op\_per\_asset

.

mean

()

two\_sided

=

**True**

lower

,

higher

=

t\_ci

(

confidence\_interval

,

sample\_std\_dev

,

number\_of\_samples

,

sample\_mean

,

two\_sided

)

print

(

'Mean of Output Per Asset as of Year 3 of population is expected to lie between

**{}**

and

**{}**

'

.

format

(

lower

,

higher

))

Mean of Output Per Asset as of Year 3 of population is expected to lie between 2.084 and 2.706

**99% confidence interval for op\_per\_employee:**

Since we have described that both low op\_per\_employee and high op\_per\_asset is a problem here, we will define two sided confidence interval for the given metric

In [13]:

confidence\_interval

=

0.99

sample\_std\_dev

=

filtered\_df

.

op\_per\_employee

.

std

()

number\_of\_samples

=

len

(

filtered\_df

.

op\_per\_employee

)

sample\_mean

=

filtered\_df

.

op\_per\_employee

.

mean

()

two\_sided

=

**True**

lower

,

higher

=

t\_ci

(

confidence\_interval

,

sample\_std\_dev

,

number\_of\_samples

,

sample\_mean

,

two\_sided

)

print

(

'Mean of Gross Output Per Employee as of Year 3 of population is expected to lie between Rs.

**{}**

and Rs.

**{}**

'

.

format

(

lower

,

higher

))

Mean of Gross Output Per Employee as of Year 3 of population is expected to lie between Rs.122679.005 and Rs. 172669.334

## Question 4

### a. Probability that a firm selected at random is a SSSBE unit

In [14]:

*# filter only SSSBE units*

p

=

len

(

filtered\_df

[

filtered\_df

.

UNIT\_TYPE

==

2

])

/

len

(

filtered\_df

)

print

(

f

'Probability = {round(p,3)}'

)

Probability = 0.216

### b. Probability that a firm selected at random is GOOD in performance

We calculate this by checking if the values of the column op\_per\_asset > mean of the column op\_per\_asset

In [15]: mean\_op\_per\_asset = filtered\_df.op\_per\_asset.mean() filtered\_df['good\_in\_performance'] = filtered\_df.op\_per\_asset.apply(**lambda** row: row > mean\_op\_per\_asset) p = len(filtered\_df[filtered\_df.good\_in\_performance==**True**])/len(filtered\_df) print(f'Probability = {round(p,10)}') print('Number of units performing good = **{}**'.format(len(filtered\_df[filtered\_df.good\_in\_performance==**True**])))

Probability = 0.1787221218

Number of units performing good = 1779

### c. Probability that a firm selected is a SSSBE Unit and ALSO GOOD in performance

In [16]: n\_sssbe\_good\_performance = len(filtered\_df[(filtered\_df.UNIT\_TYPE==2) \

&(filtered\_df.good\_in\_performance==**True**) \

]) print('Probability that firm is SSSBE Unit and also a good performer = **{0:.3f}**'.format(n\_sssbe\_good\_performan ce/len(filtered\_df)))

p\_good\_given\_sssbe = n\_sssbe\_good\_performance/len(filtered\_df[(filtered\_df.UNIT\_TYPE==2)]) print('Conditional probability that a firm is Good given that its SSSBE:**{}**'.format(p\_good\_given\_sssbe))

Probability that firm is SSSBE Unit and also a good performer = 0.035

Conditional probability that a firm is Good given that its SSSBE:0.16194895591647332

### d. Conclusion about performance of SSSBE units

From calculation in 4c. we can see that only a mere 3.5% of our sample data comprise of performances from SSSBE units which are performing good.

But to conclude whether SSSBE units performance are good or bad in compared to SSI we have to do a comparative study.

In [17]: n\_ssi\_good\_performance = len(filtered\_df[(filtered\_df.UNIT\_TYPE==1) \

&(filtered\_df.good\_in\_performance==**True**) \

]) print('Probability that firm is SSI Unit and also a good performer = **{0:.3f}**'.format(n\_ssi\_good\_performance/l en(filtered\_df)))

p\_good\_given\_ssi = n\_ssi\_good\_performance/len(filtered\_df[(filtered\_df.UNIT\_TYPE==1)]) print('Conditional probability that a firm is Good given that its SSI:**{}**'.format(p\_good\_given\_ssi))

Probability that firm is SSI Unit and also a good performer = 0.144

Conditional probability that a firm is Good given that its SSI:0.18335684062059238

**Inference:** From the above calculations it is clear that:

1. A majority of good performer is SSI units and not SSSBE units in our sample.
2. If we see the conditional probability to understand if given that a firm is an SSSBE unit what is the probability that it will perform good < if given that a firm is SSI Unit what is the probability of being good performer.

Based on these above caclculations it is evident that performance of SSSBE unit is not good as compared to SSI Units.

## 5. Null Hypothesis test

Null hypothesis H0: Population mean of VOE\_Year3 = 87,300

Alternate Hypothesis H1: Population mean of VOE\_Year3 ≠ 87,300

We will setup a one sided confidence interval of 0.95

Since population standard deviation is not given to us we will use sample standard deviation and use t test

In [18]:

df\_without\_outliers

.

VOE\_Year3

.

describe

()

Out[18]: count 9.999000e+03 mean 2.855638e+04 std 1.225555e+06 min 0.000000e+00 25% 0.000000e+00

50% 0.000000e+00 75% 0.000000e+00 max 9.430860e+07

Name: VOE\_Year3, dtype: float64

In [19]: confidence\_interval = 0.95 sample\_std\_dev = df\_without\_outliers.VOE\_Year3.std() number\_of\_samples = len(df\_without\_outliers.VOE\_Year3) mean = 87300 two\_sided = **False**

lower, higher = t\_ci(confidence\_interval,sample\_std\_dev,number\_of\_samples,mean,two\_sided) sample\_mean = df\_without\_outliers.VOE\_Year3.mean()

print('Sample Mean for Value of Exports for Year 3 is expected to lie between Rs. **{}** and Rs. **{}**'.format(lower

,higher))

print(f'Does sample mean falls within above range? Ans: {lower<=sample\_mean<=higher} and the value **{sample\_me an}**')

print(f'The t value for sample mean:{t.cdf(sample\_mean,df=number\_of\_samples-1,loc=mean,scale=sample\_std\_dev/n umber\_of\_samples\*\*0.5)}')

Sample Mean for Value of Exports for Year 3 is expected to lie between Rs. -inf and Rs. 107461.457

Does sample mean falls within above range? Ans: True and the value 28556.37683768377 The t value for sample mean:8.334157737807495e-07

**Inference:** It is evident that from the one sided t-test though the sample mean lies between the given ranges the P value is << 0.05. Hence we can surely reject the Null hypothesis that the population mean of VOE\_Year3 is 87300.

## 6. Special incentives for SSSBE or SSI or both

**Explanation:** Below we will define the success criteria as follows:

1. If unit is an SSSBE Unit its a success. We calculate the population proportion of its success rate.
2. If unit is an SSI Unit its a success. We calculate the population proportion of its success rate.

For the unit to get incentives the population proportion of it should be < 0.25

In [20]:

**import**

**statsmodels.api**

**as**

**sm**

**from**

**statsmodels.stats.proportion**

**import**

proportion\_confint

In [21]: confidence\_interval = 0.99 sssbe\_count = len(filtered\_df[filtered\_df.UNIT\_TYPE==2]) total\_count = len(filtered\_df)

sssbe\_pop\_prop = proportion\_confint(count=sssbe\_count, *# Number of "successes"*

nobs=total\_count, *# Number of trials* alpha=(1 - confidence\_interval))

print('Population proportion of SSSBE units is expected to lie within **{}** by confidence interval of **{}**'.format (sssbe\_pop\_prop, confidence\_interval))

Population proportion of SSSBE units is expected to lie within (0.2058626874239812, 0.22712907468170493) by c onfidence interval of 0.99

In [22]: confidence\_interval = 0.99 sssbe\_count = len(filtered\_df[filtered\_df.UNIT\_TYPE==1]) total\_count = len(filtered\_df)

sssbe\_pop\_prop = proportion\_confint(count=sssbe\_count, *# Number of "successes"*

nobs=total\_count, *# Number of trials* alpha=(1 - confidence\_interval))

print('Population proportion of SSI units is expected to lie within **{}** by confidence interval of **{}**'.format(s ssbe\_pop\_prop, confidence\_interval))

Population proportion of SSI units is expected to lie within (0.772870925318295, 0.7941373125760187) by confi dence interval of 0.99

**Inference:** Since SSSBE Unit's population proportion is expected to be lying below 25% we would recommend these special incentives for SSSBE.

## 7. Contention that a larger proportion of SSSBEs are managed by men as compared to women

**Explanation:** For this we will estimate population proportion of SSSBE Units managed by Male. The column MAN\_BY will be beneficial for this case.

1. We define success if a unit is managed by man.
2. We estimate the population proportion of SSSBE units to be managed by men from our sample by a set confidence interval.
3. If the estimated population proportion > 0.5 this contention will hold true.

In [23]:

*# filter out only SSSBE Units*

sssbe\_df

=

df

[

df

.

UNIT\_TYPE

==

2

]

sssbe\_df

.

MAN\_BY

.

value\_counts

()

Out[23]: 1 2102 2 55

Name: MAN\_BY, dtype: int64

In [24]: confidence\_interval = 0.99 no\_of\_sssbe\_units\_managed\_by\_men = len(sssbe\_df[sssbe\_df.MAN\_BY == 1]) number\_of\_sssbe\_units = len(sssbe\_df)

male\_employee\_pop\_prop = proportion\_confint(count=no\_of\_sssbe\_units\_managed\_by\_men, *# Number of "successe s"*

nobs=number\_of\_sssbe\_units, *# Number of trials* alpha=(1 - confidence\_interval))

print('Population proportion of SSSBE units being managed by men is expected to lie within **{}** by confidence i nterval of **{}**'.format(sssbe\_pop\_prop, confidence\_interval))

Population proportion of SSSBE units being managed by men is expected to lie within (0.772870925318295, 0.794 1373125760187) by confidence interval of 0.99

**Inference:** Thus we are 99% confident that the population proportion of SSSBE Units being managed by men lies much above 50%. Hence we are accepting the above contention.

## 8. Distribution of defined metrics

In [25]:

filtered\_df

[[

'op\_per\_asset'

,

'op\_per\_employee'

]]

.

describe

()

Out[25]:

**op\_per\_asset op\_per\_employee**

|  |  |  |
| --- | --- | --- |
| **count** | 9952.000000 | 9.954000e+03 |
| **mean** | 2.395023 | 1.476742e+05 |
| **std** | 12.030814 | 9.679534e+05 |
| **min** | 0.000000 | 0.000000e+00 |
| **25%** | 0.450000 | 1.750075e+04 |
| **50%** | 0.891083 | 3.406559e+04 |
| **75%** | 1.762542 | 7.526600e+04 |
| **max** | 601.500000 | 7.595800e+07 |

In [26]:

filtered\_df

[

'op\_per\_asset'

]

.

plot

.

hist

(

bins

=

35

)

Out[26]: <matplotlib.axes.\_subplots.AxesSubplot at 0x2880bb06f88>

In [27]:

filtered\_df

[

'op\_per\_employee'

]

.

plot

.

hist

(

bins

=

35

)

![](data:image/png;base64,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)

Out[27]: <matplotlib.axes.\_subplots.AxesSubplot at 0x2880bbd9a48>
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**Inference:** The distributions of the metrics 'op\_per\_asset' and 'op\_per\_employee' are right skewed in nature. We can find the evidence from the above histograms and also the .describe() method here where it is seen that median << mean